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1. RNN

e 1.1 From feed-forward to RNNSs
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1. RNN(cont.)

e 1.1 RNN(Recurrent Neural Network)

RNNS %344 dlo]e] (B2 E, 7, 4 vol 5)¢ An2 B854 A
Directed cycles
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1. RNN(cont.)

e 1.2 Simple Recurrent Neural Network (SRNN)
e Introduced by Jeffrey EIman in 1990. Also known as Elman Network
e Elman, Jeffrey L. "Finding structure in time." Cognitive science 14.2 (1990): 179-211
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1. RNN(cont.)

e SRNNs(Simple RNN) are Simple

Elman and Jordan networks are also known as "simple recurrent networks" (SRN).

Elman network!'°]
Ry = O'h(Wh:I:t + Uphi—1 + by)
yr = oy(Wyht +by)

Jordan network!'"]
hy = on(Whae + Upys—1 + by)
yr = oy (Wyhe +by)

Variables and functions

e I;:input vector

« h;: hidden layer vector

e ;. output vector

e« W, U and b: parameter matrices and vector
e op and g,,: Activation functions



1. RNN(cont.)

e 1.3 RNNSs in the context of NLP
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1. RNN(cont.)

e 1.4 The problem with RNNs
o RNN-& ©7]% 24 (short-term dependencies) = 2+ 9o} &} %] wl
2 71% 424 (long-term dependencies )& 2+ a}otsl#] Fak ),

o

e “[ grew up in France... I speak fluent ?”
-> Needs information from way back



1.5 LSTM(Long Short Term Memory)

e 1.5 LSTM(Long Short Term Memory)
o AZ& e F Arke] ag 7)olsta, o 71918 A X Al (hidden state) & ARHE o] of
A& Aol g Frol T,
o QI7to]l AKX E A= 3 wi-¢ FAFSHH-

e LSTM

e ainput gate and a output gate
e Hochreiter and Schmidhuber published the paper in 1997*

e LSTM (updated)
e Aforget gate is introduced to the LSTM
e Felix A. Gers, Jirgen Schmidhuber and Fred Cummins 2000**

*Hochreiter, Sepp, and Jirgen Schmidhuber. "Long short-term memory." Neural computation 9.8 (1997): 1735-1780.
Hrelix)Al Gers;, Jdrgen Schmidhuber; Fred Cummins (2000). "Learning to Forget: Continual Prediction with LSTM". Neural Computation. 12 (10):

24571-24717
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http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.55.5709
https://en.wikipedia.org/wiki/Neural_Computation_(journal)

1.5 LSTM(cont.)

e LSTM(Long Short Term Memory)

0 — > <

MNeural Network Pointwise Vector
Layer Operation Transfer Concatenate Copy

C S > Ct
t-1 ;. CEank
fr| c. L0

ft = o,(Wr - [he—1,x¢ ] + bs)  the forget gate

ir = 0;[W; - [heeq, x¢] + by) the input gate

o, =a,(W, - [ht—1,x:] +b,)  the output gate

C, = tanh(W, - [hy—1, %] + bc) the new state(memory)
Co=fr*Crq + i *C; the state(memory)
h; = o; * tanh(Cy) the output
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1.5 LSTM(cont.)

e LSTM(Long Short Term Memory)
o LSTM[20] Al°|® WA UFS ARE-ato] o] v me] g ARE-okx] QoL Al | A A El & 4 Sy vt
o Al 7HA TR AlCIE B2 ACIE £, A AlCIE iy H EH o2 0|85 FRIF AR A Hlo] EX = W = Ao
Tk A7t A LSTMS &8 2 v o] AAE o
h; = o; * tanh(C;)
Cj::ft*Ct—1 + i * G
C; = tanh(W¢ - [he—q, x¢] + bc)

o 28 FolE o, WA ARCIFH h, 2 W3t S Ao Gk A AEICE o AEIC,_, o AA A A
B G Aol o) A% o) Wk v Tk AAbE) G A28 A2 8 x 9ol Feh,_, 0 % AR U},
o WZHAIOIE £, 1Y Ao E i, & 3 AE U AR A7 A2 A ¢ ol drkit 7)ol EkE=A] Alo] F T
ZY Ao Eo, = AH (7 Y OE HEE = ZFE Ao YT
7} Ao| E = the ) o] Ak} he y
fe = ap (Wr - [he—1, %] + by)
ir = 0y[Wy - [he—q, x¢] + by) p > Cy
0r = 0o(W, - [h¢—1,%¢] + by) &
Oj | |tanh|| 0,
) wwww .
Xt
Nanotechnology. Information Technology Commanication and Control Enronment and Management (HNICEM), Baguio Ciy, Phlppines, 2016, pp. 1.5, dot |1 O —» > <
1041 109/HN|CEM.201 8.8666342. Neural Network Pointwise Vector Concaterlate Copy

Layer Operation Transfer



1.5 LSTM(cont.)

o HAl 5414 RAEL2 LSTMRNNS 7[HES & 735 31 Q) T}, LSTM-> FNN(Feedforward
Neural Network)ll H]8Fo] #7124 0. 2 2| 2] 8= 7] o] g E o 3lorz S/ 7} o] A
AD FEf ] vloly Aol JlojA E&5a whet A5 7HA L JUTh LSTME] A 7] 374 &
ek 2ok AP 0 2 1 F F = HlolE ol st A H ghe Ao ol E ot &

(Interpolation) & o] L A] o] & A ] 3= A
A d AH 3= Alatstth vl E JIE EH o]
O]

=49 : 7 olEq ] M| e ol met
ol eE £ Qonw AAY 54 WO R RE A S S5 Al s B o)A
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1.5 LSTM(cont.)

e LSTMs vs GRUs
o LSTMO] 2 2= 3= vt B3 @ 317 B35 22 GRUY} 53314 ¥ 9ot
e Computationally less expensive
e Performance on par with LSTMs*

Two most widely used gated recurrent units

Gated Recurrent Unit Long Short-Term Memory
[Cho et al., EMNLP2014; [Hochreiter & Schmidhuber, NC1999;
Chung, Gulcehre, Cho, Bengio, DLUFL2014] Gers, Thesis2001]

h: = us ® Bt == (1 — ’U,t) ® hi_1 ht = 0t ® tanh(ct)

h = tanh(W [z:] + U(re @ hy_1) +b) ¢t = ft @1+ O

ur = (W [21] + Ushy—y + bu) R ~SBiil ] b Uoitp. )
re = o(Wy 4] + Uphg—1 + by) or = o(Wo [&:] + Uohi—1 + bo)

it = O’(Wz [’I’t] -+ Uiht—l -+ bz)
fit=0(Wy [z + Ushi—1 + by)

*Chung,“Junyoung, ‘et'al. "Empirical evaluation of gated recurrent neural networks on sequence modeling." arXiv preprint arXiv:1412.3555 (2014).



2 . RNN $& A}d
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Language Modeling

Character-level Language Modeling

Google Neural Machine Translation(Google Research’s blog)
Text Summarization

Image Captioning



2.1 AoJR 4 (Language Modeling)

e 2.1 21o] ¥ ¥l(Language Modeling)
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2.2 Character-level Language Modeling

e Shakespeare Generator, Andrej Karpathy’s blog

e PANDARUS:
Alas, | think he shall be come approached and the day When little srain would be attain'd into being never fed, And
who is but a chain and subjects of his death, | should not sleep.

e Second Senator:
They are away this miseries, produced upon my soul, Breaking and strongly should be buried, when | perish The
earth and thoughts of many states.

e DUKE VINCENTIO:
Well, your wit is in the care of side and that.

e Second Lord:
They would be ruled after this chamber, and my fair nues begun out of the fact, to be conveyed, Whose noble souls
I'll have the heart of the wars.

e Clown:
Come, sir, | will make did behold your worship.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

2.2 Character-level Language Modeling

e Linux Source Code Generator
e rej Karpathy’s blog

/*
* Increment the size file of the new incorrect UI_FILTER group information
* of the size generatively.

*/
static int indicate_policy(void)
{
int error;
if (fd == MARN_EPT) {
/*
* The kernel blank will coeld it to userspace.
*/

if (ss->segment < mem_total)
unblock_graph_and_set_blocked();
else
ret = 1;
goto bail;
}
segaddr = in_SB(in.addr);
selector = seg / 16;
setup_works = true;
for (i = 0; i < blocks; i++) {
seq = buf[i++];
bpf = bd->bd.next + i * search;
if (fd) {
current = blocked;
}
}
rw->name = "Getjbbregs";
bprm_self_clearl(&iv->version);

regs->new = blocks[(BPF_STATS << info->historidac)] | PFMR_CLOBATHINC_SECONDS << 12;
return segtable;




2.2 Character-level Language Modeling

e Fake Arvix Abstracts Generator

e Deep learning neural network architectures can be used to best developing a new architectures contros of the
training and max model parametrinal Networks (RNNs) outperform deep learning algorithm is easy to out unclears
and can be used to train samples on the state-of-the-art RNN more effective Lorred can be used to best developing a
new architectures contros of the training and max model and state-of-the-art deep learning algorithms to a similar
pooling relevants. The space of a parameter to optimized hierarchy the state-of-the-art deep learning algorithms to a
simple analytical pooling relevants. The space of algorithm is easy to outions of the network are allowed at training
and many dectional representations are allow develop a groppose a network by a simple model interact that training
algorithms to be the activities to maximul setting, ..

We'll build this!!!!



2.3 Neural Machine Translation

e 2.3 Neural Machine Translation
® Google Neural Machine Translation(Google Research’s blog)

Encoder e |[™| 8 [ 82 |™| 83 || By |

Decoder dp e d, — ds —_—

ds
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2.3 Neural Machine Translation

® Google Neural Machine Translation Google Research’s blog)

Input sentence: Translation (PBMT): Translation (GNMT): Translation (human):
e tbiTHSEENRn | Li Kegiang premier Li Kegiang will start the Li Kegiang will initiate the
(aIBF EEY RG], E] | added this line to start annual dialogue annual dialogue
NEA4LIBH S ZE4T | the annual dialogue mechanism with Prime mechanism between
M 4RI B )R EE Y mechanism with the Minister Trudeau of premiers of China and
N Canadian Prime Minister | Canada and hold the first | Canada during this visit,

Trudeau two prime annual dialogue between and hold the first annual
ministers held its first the two premiers. dialogue with Premier
annual session. Trudeau of Canada.

PBMT(Phrase Based Machine Translation)
GNMT(Google Neural Machine Translation)

21



2.4 Text Summarization

e 2.4 Text Summarization

Q
>
< Attention mechanism
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IDF IDF IDF IDF
ENCODER

lI;Flallap I, Ramesh, et al. "Abstractive text summarization using sequence-to-sequence rnns and beyond." arXiv preprint arXiv:1602.06023 (2016).
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2.4 Text Summarization

Source Document

( @entity( ) wanted : film director , must be eager to shoot footage of golden lassos and invisible
jets . <eos> @entity0 confirms that @entityS5 is leaving the upcoming " @entity9 " movie ( the
hollywood reporter first broke the story ) . <eos> @entity5 was announced as director of the movie
in november . <eos> @entity( obtained a statement from @entity13 that says , " given creative
differences , @entity13 and @entity5 have decided not to move forward with plans to develop and
direct > @entity9 ’ together . <eos> " ( @entity0 and @entityl3 are both owned by @entity16
. <eos> ) the movie , starring @entity18 in the title role of the @entity21 princess , is still set
for release on june 00 , 0000 . <eos> it ’s the first theatrical movie centering around the most
popular female superhero . <eos> @entity18 will appear beforehand in " @entity25 v. @entity26
: @entity27 , " due out march 00 , 0000 . <eos> in the meantime , @entity13 will need to find
someone new for the director ’s chair . <eos>

Ground truth Summary

@entity5 is no longer set to direct the first " @entity9 " theatrical movie <eos> @entity5 left the
project over " creative differences " <eos> movie is currently set for 0000

words-lvt2k

@entity0 confirms that @entityS5 is leaving the upcoming " @entity9 " movie <eos> @entity13
and @entity5 have decided not to move forward with plans to develop <eos> @entityQ confirms
that @entity5 is leaving the upcoming " @entity9 " movie

Nallapati, Ramesh, et al. "Abstractive text summarization using sequence-to-sequence rnns and beyond." arXiv preprint arXiv:1602.06023 (2016).
Text Summarization



2.5 Image Captioning

“straw” “hat” END

START “straw” “hat”

Karpathy, Andrej, and Li Fei-Fei. "Deep visual-semantic alignments for generating image descriptions." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2015.

Deep Learning 2



2.5 Image Captioning

/
‘man in black shirt is playing ‘constructiefi warker in orange "two young girls are playing with
quitar” Y safety vest is working on road.” lego toy."

‘girl in pink dress is j'fnping in "black and white dog jumps over "young girl in pink shirt is
air” bar” swinging on swing."

Karpathy, Andrej, and Li Fei-Fei. "Deep visual-semantic alignments for generating image descriptions." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2015.
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2.5 Image Captioning

1.31 dog 0.26 man

0.31 plays 0.31 playing

0.45 catch 1.51 accordion

-0.02 with -0.07 among

0.25 white -0.08 In

1.62 ball 0.42 public
30

-0.10 near 0.30 area

-0.07 wooden

0.22 fence

Karpathy, Andrej, and Li Fei-Fei. "Deep visual-semantic alignments for generating image descriptions." Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2015.

26



3. Language Modeling

e Neural Language Modeling
o HAER B ohgetil REE 9AS At
o To] 7[A Mol T Qg qiyo
g &st7] wi=ell)

et
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e Language Modeling: =2 "
e Word-level: n-grams
e Character-level
e Subword-level: somewhere in between the two above

What can be the problems?
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3. Language Modeling

o Aol ® ¥ : N-Z3( language Model N-grams)

ol HIZ7HA] A& A Q1 A A

ol n- 1S VWO R Ty @Ol & A Fete s Rde 1
A gk o] 3

OOV/(Out Of Vocabulary)® 1ks} s+ 4= ¢lo}.

W | 2 el 7k 9 @ g o

o ¢lo] A : 72} = (Language Modeling: Character-level)

2010 Atf Zof =] ¥t}

AH A =9 25 A4

&7 (pros) :

o OfF 2 0]F]

e word embeddings®] 2 2 %] &5 U T
o Fddo] whg] Hr}

& (Cons) :

o DS HAA (T BTt YU T 5 D)
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3. Language Modeling

o o Fuls .‘S}H %01 “~<=(Language Modeling: Subword-Level)
1 = 9 GG,

GEUER FE RduT %ol U £ A0 nelyr

e “conference" =>'con, 'f', 'er', 'ence’, LE=>"0 5’ ‘2’
e new company dreamworks interactive
=>new company dre+ am+ wo+ rks: in+ te+ ra+ cti+ ve interactive

Mikolov, Tomas, et al. "Subword language modeling with neural networks." preprint (http://www. fit. vutbr. cz/imikolov/rnnim/char. pdf) (2012).



3.1 Language Modeling DEMO
Character-level, Language Modeling

e Generate fake Arvix abstracts
e Dataset: 7200 abstracts of Arvix papers about neural networks

e “Heuristic optimisers which search for an optimal configuration of variables relative to an objective
function often get stuck in local optima where the algorithm is unable to find further improvement. The
standard approach to circumvent this problem involves periodically restarting the algorithm from random
initial configurations when no further improvement can be found. We propose a method of partial
reinitialization, whereby, in an attempt to find a better solution, only sub-sets of variables are re-initialised
rather than the whole configuration. Much of the information gained from previous runs is hence retained.
This leads to significant improvements in the quality of the solution found in a given time for a variety of
optimisation problems in machine learning.”



4. RNN models

e Back-Propagation Through Time (BPTT)

o RNN2 A|7bo] wpe} B A =0 %7 MLPS} -AF8l7] wfj & of] Back-Propagation ®H ©. =
gradientE Al 2HeE 7 Qlvk. thak A A 2 o 2 7] ] 2950 = Zlo] ofy ek AlZF 2F ol A E A
3} 7] wj & of] Back-Propagation Through Time (BPTT) %1 ©]

o

d

o KerasE A& RNN 73

o Keras + U9t o] AN 725 =9 FHE Al ¥stal 312 SimpleRNN, LSTM, GRU 2}
7+2- RNN 7% % A &3k}, https://keras.io/layers/recurrent/

Many to Many

Many to One One to_Many Many to Many
O o O O o O O O O Image captionin O O
Video classification L=/ \mage cap 9 7| A
frlames—> tranas equence of words=>Z™ image=>sequence of words

sequence of words
=>sequence of words


https://keras.io/layers/recurrent/

4. RNN models(cont.)

e Many-to-one model

4
# many(3) to one(1) T
model.add(L.STM(2,input_shape=(3,1))) 00 00 00

print(model.summary()) > LSTM(2,input_shape=(3,1)))
#lstm_1 (LSTM) (None, 2) 32

#Total params: 32 (ﬁ ?2 ?3

e One-to-many model

12 T3 T4
# one(1) to many(3) 00 00 00
model.add(Repeat\ector(3, input_shape=(1,))) . P -
model.add(LSTM(2, return_sequences=True)) g STM(2, retum_sequences=True))
print(model.summary()) @]
#repeat_vector_1 (Repeat\Vecto (None, 3, 1) 0 ] 3
#lstm_1 (LSTM) (None, 3, 2) 32
#Total params: 32 3 RepeatVector(3, input_shape=(1,))

32



4. RNN models(cont.)

e Many-to-many , TimDistributed[link]

# many(3) to many(3) (1)
model =Sequential()

print(model.summary())

model.add(LSTM(2, input_shape=(3,1),return_sequences=True))
model.add(TimeDistributed(Dense(1)))

ZF ARIOA CostZt Al Atz 2L
Zt A EoM 2F 7 ™obEICE
(TimeDistributed)

e 1

3

4

#lstm_1 (LSTM) (None, 3, 2) 32
#time_distributed 1 (TimeDist (None, 3, 1) 3
#Trainable params: 35
o Many-to—many,
# many(3) to many(3)
model.add(LSTM(2,
input_shape=(3,1),return_sequences=True))
model.add(Dense(1))
print(model.summary())
#lstm_1 (LSTM) (None, 3, 2) 32
#dense_1 (Dense) (None, 3, 1) 3

#Total params: 35

4

TimeDistributed(Dense(1)))

LSTM(2, input_shape=(3,1),

return_sequences=True))

Dense(1)

LSTM(2, input_shape=(3,1),

return_sequences=True))

33


https://www.tensorflow.org/api_docs/python/tf/keras/layers/TimeDistributed
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Yoon Joong Kim,




