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1. Perceptron
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1. Perceptron(cont.)
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1.Perceptron(cont.)

® The perceptron algorithm
® was invented in 1958 at the Cornell Aeronautical Laboratory by Frank
Rosenblatt, funded by the United States Office of Naval Research.
(HAEZ dal2] &2 1958 | O] = off o A+L40f oo A=

R CF
=
Frank Rosenblatt2] "Cornell Aeronautical Laboratory"oj] A 2FH & 91 <5

Yt

® False Promises

® The Navy revealed the embryo of an electronic computer today that it expects
will be able to walk, talk, see, write, reproduce itself and be conscious of its
existence ... Dr. Frank Rosenblatt, a research psychologist at the Cornell
Aeronautical Laboratory, Buffalo, said perceptrons might be fired to the
planets as mechanical space explorers” July 08, 1958
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1. Perceptron(cont.)

Frank Rosenblatt, ~1957: Perceptron

« Hardware implementations of perceptron

e The Mark | perceptron machine was the first implementation of the
perceptron algorithm.

* The machine was connected to a camera that used 2020 cadmium
sulfide photocells to produce a 400-pixel image. The main visible
feature is a patch panel that allowed experimentation with different
combinations of input features.

* To the right of that are arrays of potentiometers that implemented
the adaptive weights



1. Perceptron(cont.)

® Adaptive Neuron: Perceptron, linearly separable?
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1. Perceptron(cont.)

® Adaptive Neuron: Perceptron, linearly separable?
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2. Multi-layer Perceptron

® Multi-layer Perceptron (1969)
® Dby Marvin Minsky, founder of the MIT Al Lab

® \We need to use MLP, multilayer perceptron (multilayer
neural nets)

Perceptrons

® Famous examples: XOR, Group Invariance Theorems
(Minsky, Papert, 1969) R
® MLPZ XOR A 53

® No one on earth had found a viable way to train
MLPs(W, b) good enough to learn such simple functions.

Frank Rosenblatt, ~1957: Perceptron
Marvin Minsky, MLP (1969), unable to train w,b of MLP



2. Multi-layer Perceptron(cont.)

*Marvin Minsky, 1969

input layer

hidden layer 1 hidden layer 2

http://cs231n.github.io/convolutional-networks/

“No one on earth had found a viable way to train”



3. Backpropagation algorithm

® Backpropagation algorithm of feature learning
(1974, 1982 by Paul Werbos, 1986 by Jeoffrey Hinton)

Wi, b; Jeoffrey Hinton,
University of Toronto

Training

v . labels

=? <& [“human face” HJ

error

p “human face”

Smaller,
varied N

Frank Rosenblatt, ~1957: Perceptron
Marvin Minsky, MLP (1969), unable to train W,b of MLP
Paul 1974/1982, Hinton 1986, Error Backpropagation

https://devblogs.nvidia.com/parallelforall/inference-next-step-gpu-accelerated-deep-learning/



https://devblogs.nvidia.com/parallelforall/inference-next-step-gpu-accelerated-deep-learning/
https://en.wikipedia.org/wiki/Geoffrey_Hinton

3. Backpropagation algorithm(cont.)

[Slide: G. E. Hinton]
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3. Backpropagation algorithm(cont.)

® Summary of Deep learning
® 1958, Perception
® The perceptron algorithm was invented in 1958
® 1969, Multi Layer Perceptron
® Marvin Minsky , MIT
® 1986, Backpropagation algorithm of feature learning
® Hinton, Toronto University
® The more number of hidden layers, the better......
® 1990-2006 ,
® MLP-Vanishing weights :In practice deeper neural networks would need a lot of labeled data
and could be not trained easily
® Neural Networks and Backpropagation (with the exception of use in Convolutional Networks)
went out of fashion between 1990-2006
® In 2006
® Hinton and colleagues found a way to pre-train feedforward networks using a Deep Belief
Network trained greedily
® This allowed larger networks to be trained by simply using backpropagation for tuning the pre-
trained network (easier!)
® Since 2010
® pre-training of large feedforward networks in this sense also out

® Availability of large datasets and fast GPU implementations have made backpropagation from
scratch almost unbeatable



3. Backpropagation algorithm(cont.)

® \anishing weights
® Backpropagation just did not work well for normal neural nets with many
layers
® Other rising machine learning algorithms: SVM, RandomForest, etc.

® 1995 “Comparison of Learning Algorithms For Handwritten Digit
Recognition” by LeCun et al. found that this new approach worked better

hidden layer 1 hidden layer 2 hidden layer 4 hidden layer5  hidden layer6  hidden layer 7 hidden layer8  hidden layer 9
N A XS A NS
\i\:‘\\\ %.%‘;%% %&’\%\\ output laycr
Y 4 75s “ .‘\ \\\
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http://neuralnetworksanddeeplearning.com/chap6.html
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4. Breakthrough by Hinton and Bengio

® CIFAR’s contribution

® Canadian Institute for Advanced Research(CIFAR)

® CIFAR encourages basic research without direct application, was what
motivated Hinton to move to Canada in 1987, and funded his work
afterward.

#”y CIFAR

CANADIAN INSTITUTE
for ADVANCED RESEARCH



http://www.google.co.kr/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&ved=0ahUKEwjat9D979PWAhUKfrwKHZk5ANoQjRwIBw&url=http://www.azrielifoundation.org/2016/06/azrieli-foundation-makes-a-visionary-gift-of-10-million-to-cifar/&psig=AOvVaw3P3eYULa5tffJY0PdpSrwX&ust=1507100217176003

4. Breakthrough (cont.)

® “Everyone else was doing something different” | 2

® “It was the worst possible time”, says Bengio, a professor at universite de
Montreal and co-director of the CIFAR program since it was rewarded last
year. “Everyone else was doing something different. Somehow, Geoff

convinced them.”
® “We should give(CIFAR) a lot of credit for making that gamble.

® CIFAR had huge impact in forming a community around deep learning


https://en.wikipedia.org/wiki/Yoshua_Bengio
https://en.wikipedia.org/wiki/Geoffrey_Hinton

4. Breakthrough (cont.)

® In 2006, initializing weights
® Neural networks with many layers really could trained well, if the weights are
Initialized in a clever way rather than randomly.

® “A fast learning algorithm for deep belief nets”

® In 2007,

® Deep learning methods are more efficient for difficult problems than shallow
methods.

® “Greedy Layer-wise Learning of Deep Networks”

https://chatbotslife.com/a-brief-history-of-neural-nets-and-deep-learning-part-4-61be90639182

® Rebranding to Deep Nets, Deep Learning



https://chatbotslife.com/a-brief-history-of-neural-nets-and-deep-learning-part-4-61be90639182

4. Breakthrough (cont.)

® Geoffrey Hitton’s summary of findings up to today
® Our labeled databases were thousands of times too small
® Our computers were millions of times too small
® \\e initialized the weights in a stupid way

® \We used the wrong-type of non-linearity



5. Why use Deep Multi Layered Models?

® Argument 1:
o AZA Fue A% Aoz 2L} (o] = oK QU Th. (Visual
scenes are hierarchically organized (so is language!))
® Argument 2:

o IS AR AS Ao A5 o] o, 2= H7[oA & 7HX]|
ofolt] o] & LAl 514l Al5 U T (Biological vision is hierarchically
organized, and we want to glean some ideas from there)

® Argument 3:

o Y2 12 UL thst 7|58 Bt ¢ Bl 28R YYT} (Shallow
representations are inefficient at representing highly varying functions)



5. Why use Deep Multi Layered Models?(cont.)

o Argument 1: A|ZMA A & A% Ao 2 gy ch (o] = opitr)
Al QAYTh). (Visual scenes are hierarchically organized (so is language!))

object trees
object parts bark, leaves, etc.
primitive features oriented edges

input image forest image




5. Why use Deep Multi Layered Models?(cont.)

® Argument 2: AJE1 A B|A 2 A5 Aoz SL/dE o] oy, S2]=
719 & 7HX] ofo]lf o] & LA shal Al5 U T} (Biological vision is
hierarchically organized, and we want to glean some ideas from there)

object trees Inferotemporal
A T cortex
object parts bark, leaves, etc. V4: different
A T textures
rimitive features oriented edges V1: simple and
T T complex cells
input image forest image photo-receptors

retina




5. Why use Deep Multi Layered Models?(cont.)

® In the perceptual system,
® neurons represent features of the sensory input
® The brain learns to extract many layers of features. Features in one layer

represent more complex combinations of features in the layer below. (e.qg.
Hubel Weisel (Vision), 1959, 1962)

Hubel & Weisel featural hierarchy
topographical mapping

@ high level
<I§|ﬂdmum
D

complex cells

simple cells

o Y R

/ lowleve

® How can we imitate such a process on a computer?



5. Why use Deep Multi Layered Models?(cont.)

o Argument 3: & B3-S UJQ T}FSt 7] 5 S mFSHE o B]E & A
AU U T} (Shallow representations are inefficient at representing highly
varying functions)

o J|5o] 7tASHAE opF|HAM 2 B E 2 QA9
o|23H(7]50] FZoHA] Y2) WS o8N 2 BdstHH Ui 2 o]
A7 18T 4 A5



6. Convolutional Neural Networks

® Visual System by Hubel & Wiesel, 1959,62,58,...
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6. Convolutional Neural Networks(cont.)

® 10 digit recognizer

Yann LeCun, Paris
Jeoffrey Hinton’s lab
1996, AT&T Bell Labs-Research

head of | P i
NPUT Ci1: feature Sa:f. 16@5x5 as head of Image Processing

C3:f. maps 16@10x10

6@28x28 Research, which was part of
Lawrence Labinar’s S&IPRL
2003, NYU

2013, 1st director of Facebook

Al Research

32x32

S2: f. maps
6@14x14

I
FullcmAecﬁon | Gaussian connections

Convolutions Subsampling Convolutions  Subsampling Full connection

“At some point in the late 1990s, one of these systems was reading 10 to

20% of all the checks in the US.”
[LeNet-5, LeCun 1980]

Fei-Fei Li & Andrej Karpathy & Justin Johnson Lecture 7 - 6 27 Jan 2016



http://cs231n.stanford.edu/slides/2016/winter1516_lecture7.pdf
https://en.wikipedia.org/wiki/Yann_LeCunhttps:/en.wikipedia.org/wiki/File:Yann_LeCun_at_the_University_of_Minnesota.jpg
http://yann.lecun.com/exdb/mnist/

6. Convolutional Neural Networks(cont.)
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7. Deep Learning Applications

® Project NavLab 1984-1994, CMU

ae & https: /hunkim.github.io/ml/lec8.pd* ~8C|| BN Jo
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7. Deep Learning Applications(cont.)

® Neural-net in movie

SCHWARTENEGGER
RS

;
P

Terminator 2 (1991)

JOHN: Can you learn? So you can be... you know. More human. Not such a
dork all the time. g \T,

JERMINATOR: My CPU is a neural-net processor... a learning computer.
But Skynet presets the switch to "read-only" when we are sent out alone.
ﬁ We’'ll learn how to set the neural net
TERMINATOR Basically. (starting the engine, backing out) The Skynet
funding bill is passed. The system goes on-line August 4th, 1997. Human
decisions are removed from strategic defense. Skynet begins to learn, at a

geometric rate. It becomes self-aware at 2:14 a.m. eastern time, August 29.
In a panic, they try to pull the plug.

SARAH: And Skynet fights back.
TERMINATOR: Yes. It launches its ICBMs against their targets in Russia.
SARAH: Why attack Russia?

TERMINATOR: Because Skynet knows the Russian counter-strike will
remove its enemies here.

¥ |

http://pages.cs.wisc.edu/~jerryzhu/cs540/handouts/neural.pdf
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7. Deep Learning Applications(cont.)

® Large Scale Visual Recognition Challenge in IMAGENET

The Image Classiﬁcation Challenge:
1,000 object classes '
1 431 167 |mages

Steel drum
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S8 Mud turtie

T -
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7. Deep Learning Applications(cont.)

® AlexNet of Doctoral research by Alex in Hinton’s lab, 2010
in IMAGENET

ImageNet Classification (2010 -

I | 26.2% to 15.3%
> 2010 2011 2012

A NVIDIA




7. Deep Learning Applications(cont.)

® System based on Deep learning, MSRA team 2015
in IMAGENET

ImageNet Classification (2010 - 2015)

Convolutional

Neural Nets

||II|II



http://image-net.org/challenges/LSVRC/2015/results

7. Deep Learning Applications(cont.)

® Ensemble 2 by Trimps-Soushen(2016) in IMAGENET

® Jie Shao, Xiaoteng Zhang, Zhengyan Ding, Yixin Zhao, Yanjun Chen,
Jianying Zhou, Wenfei Wang, Lin Mei, Chuanping Hu
The Third Research Institute of the Ministry of Public Security, P.R. China.

® Object classification/localization (CLS-LOC)
Based on image classification models like Inception, Inception-Resnet,
ResNet and Wide Residual Network (WRN), we predict the class labels of the
Image. Then we refer to the framework of "Faster R-CNN" to predict
bounding boxes based on the labels. Results from multiple models are fused
In different ways, using the model accuracy as weights.

® classification error : 2.99%



http://image-net.org/challenges/LSVRC/2016/results

7. Deep Learning Applications(cont.)

® Neural networks that can explain photos

Vision Language A QI'OU.p of people
Deep CNN Generating shopping at an
RNN outdoor market.

B Q There are many
vegetables at the

fruit stand.




7. Deep Learning Applications(cont.)

® Explain how to use API for a question

Offiine training Natursl APl-realated
Language User Query

Amnotations Training l
Code Corpes = Iastances
pous D——— W e f e el

S - Learning DEQEN

Vi @ 'y Decoder

N

AP

sequUences

|

Suggested API
sequences

Figure 3: The Overall Workflow of DEEPAPI

&

COpy a ﬁle and save it to FileInputStream.new FileOutputStream.new FileInputStream.getChannel File-
. . OutputStream.getChannel FileChannel.size FileChannel.transferTo FileInput-
-your destination path 35

Stream.close FileOutputStream.close FileChannel.close FileChannel.close

X

*GU et al. at HKUST with MSR/

https://hunkim.github.io/ml/



7. Deep Learning Applications(cont.)

® Speech Recognition in noise environment
Speech recognition errors

® Apple Dictation ®Bing Speech * wit.ai (Facebook) ™ Google APl ®Deep Speech

Error b
(smaller is better) % I ——
09
I

Andrew Ng




7. Deep Learning Applications(cont.)
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7. Deep Learning Applications(cont.)

® Automatic Bird-Species Recognition using the Deep Learning and Web
Data Mining ,ICTC2018

—— Image Collection

I Web Image Crawling ]

¥

I Repair & Delete Corrupted Image I ————— DCNN Mo(:cl Training
I Mining Image fig. 2. Left, header error due to data loss. Right, the white-background
Outlier Elimination mages.
I Deep Feature Extraction I ‘ "
n
' l DCNN Model Training J . - - - . - .

| oSectamc du’t.ri"' ] H n - _ ﬂ e "
2 =, 257, z

000031 sesavejog 000032, esave iy i 5

e 25 jesavelpg 000046 resave e o e B

I Image Augmentation ] 00004 emelpg 0000 el G000 e
7ig. 3. Left, outlier-removed images of birds. Right, outlier images of
l sirds
Mining Image

Fig. 1. Flow chart of the Automatic Bird-Species Recognition.
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7. Deep Learning Applications(cont.)

Feature Extraction Module
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http://www.wins.or.kr/papers/view.aspx?idx=213

7. Deep Learning Applications(cont.)

® Two-Dimensional Attention-Based LSTM Model for Stock Index
Prediction( ESCI)

% S . WP Ymh%leM-l
ll‘..,f —%—» -
o
I 1€
=
dl'.%;: ,’/—3—; >
x d*...' d"/
(e s he 5]
L] e —{ LSTM -
Timestep: ¢
‘_ %—’ 0
_ - o
Z i
/ "'::d/r )
= 1. R he. Ce
WSTHLA b) Temporal Attention T,,,I,‘“S,];M, 1

Fig. 1. Conceptual diagram of the 2D-ALSTM model composed of a CNN layer, an input and temporal
attention layer, and an LSTM RNN layer.
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7. Deep Learning Applications(cont.)

® A\oice Activity Detection Model composed of Bidirectional Long-
Short Term Memory and Attention Mechanism.(IEEE Best Paper Award)

Wave signal

-

Ground Truth

Fig.1.

Pho-sb-bbbih

= Lol
| Confused frame. |

10 seconds long noise added wave signal (SNR=10) and its ground

truth for voice activitv. Black indicates that the frame is labeled as voice.
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7. Deep Learning Applications(cont.)
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TensorFlow implementation

nmpnut rate = tf.placeholder("float")
;Ll‘T tf.nn. relu(tf.add(tf.matmul(X, W1); BZLJ)
= tf.nn.dropout(_LT, dropout _rate)

2 TRAIN:

'\ sess.run(optipizer, feed_dict={X: batch_xs, Y: batch_ys,
drupnut_rate:kﬂ.;l,w)
EV
accuracy.eval({X: mnist.test.images, Y:
dropout_rate® 1})
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® 2016: Year of Deep Learning
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8. Recent Deep Learning Successes and Research
Areas(cont.)

Kristen Stewart co-authored a paper on style
transfer and the Al community lost its mind

John Mannes (@JohnMannes
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8. Recent Deep Learning Successes and Research
Areas(cont.)

MIT B
Technology
Review

Topics Magazine Newsletters Events =Q

Intelligent Machines

Deep Learning

With massive amounts of computational power, machines can now
recognize objects and translate speechinreal time. Artificial
intelligence s finally getting smart.

by Robert D. Hof Apr 23,2013
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8. Recent Deep Learning Successes and Research
Areas(cont.)

® Machine Translation
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* Your Google Translate usage will now be powered by an 8 layer Long
Short Term Memory Network with residual connections and attention

Google's Neural Machine Translation System: Bridging the Gap between Human and Machine Translation; Wu et al.



8. Recent Deep Learning Successes and Research
Areas(cont.)

® Artistic Style

(a) With conditional instance normalization, a single style transfer network can capture 32 styles at the same
time, five of which are shown here. All 32 styles in this single model are in the Appendix. Golden Gate Bridge
photograph by Rich Niewiroski Jr.

A Learned Representation for Artistic Style; Dumoulin, Shlens, Kudlur; ICLR 2017
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8. Recent Deep Learning Successes and Research
Areas(cont.)

® Speech Synthesis
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Figure 1: Char2Wav: An end-to-end speech
synthesis model.

Char2Wav: End-to-End Speech Synthesis; Sotelo et al., ICLR 2017; http://josesotelo.com/speechsynthesis/
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8. Recent Deep Learning Successes and Research
Areas(cont.)

® Neuroevolution of Architectures
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* Recent large scale studies by Google show that evolutionary methods are catching
with intelligently designed architectures



8. Recent Deep Learning Successes and Research
Areas(cont.)

_ 9th and 15th of March 2016
® Game Playing

i
elfadl "3 Google Deep

ST - 000 Challenge

Mastering the game of Go with deep neural networks and tree search; Silver et al., Nature; 2016



8. Recent Deep Learning Successes and Research
Areas(cont.)

® Alphago Versions

Configuration and strengthl®']

Versions # Hardware + Elo rating # Matches s
AlphaGo Fan 176 GPUs, 152l distributed | 3,144[1] 5:0 against Fan Hui
AlphaGo Lee 48 TPUs, 1521 distributed 3,739P11 4:1 against Lee Sedol

60:0 against professional players;
AlphaGo Master | 4 TPUs,P?l single machine = 4,858 g P piay

Future of Go Summit

100:0 against AlphaGo Lee

AlphaGo Zero | 4 TPUs,P?l single machine | 5,18507] ,
89:11 against AlphaGo Master

AlphaZero 4 TPUs, single machine N/A 60:40 against AlphaGo Zero

16



8. Recent Deep Learning Successes and Research
Areas(cont.)

® Drug discovery(2F=
® Particle Physics( A=2]ah)

® Energy Management(of| U ] 2])
° ..
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Introduction of Deep Learning
Deep Neural Network

Yoon Joong Kim,
Hanbat National University




